Car Price Prediction Using Machine Learning and Deep Learning Techniques
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# **1.0 Introduction to Deep Learning and AI (LO1)**

The convergence of computational power, large datasets, and algorithmic innovations has rapidly accelerated the development of Artificial Intelligence (AI). One of the most transformative branches within AI is Deep Learning (DL), a subset of Machine Learning (ML), characterized by artificial neural networks that mimic the structure and functionality of the human brain. These networks contain multiple hidden layers, enabling them to model intricate patterns in large volumes of data. Deep learning techniques are particularly adept at solving problems that involve unstructured or high-dimensional data, including image classification, natural language processing, and financial forecasting. In the context of this project, DL and ML methods are applied to predict used car prices an essential task in the automotive domain with implications for consumers, dealerships, and insurance providers.

The objective of this report is to present a complete AI-driven system capable of accurately predicting used car prices based on historical vehicle data. This includes exploratory data analysis, model development using ensemble learning techniques, application implementation via a Streamlit-based UI, and a reflective critique grounded in current research and ethical considerations.

# **2.0 Literature Review and Similar Applications (LO1, LO3)**

## 2.1 Research Foundations

Kumar et al. (2020) investigated various ML algorithms for predicting used car prices. Their study utilized regression methods including Linear Regression and Decision Trees, concluding that ensemble models such as Random Forests outperformed simpler models in terms of predictive accuracy. The authors emphasized the importance of preprocessing and outlier removal for optimal performance.

Zhang et al. (2021) applied Deep Neural Networks (DNNs) to a similar problem. While the deep learning model yielded superior accuracy, it required large datasets and careful hyperparameter tuning. This study validated that deep learning offers a viable alternative to traditional regression, particularly when dealing with non-linear relationships.

## 2.2 Real-World Use Cases

Car valuation platforms such as Kelley Blue Book and CarGurus integrate ML models into their services to assist consumers in determining accurate car prices. These platforms utilize real-time market data, historical trends, and vehicle specifications to deliver dynamic pricing models. The success of such implementations reinforces the feasibility and business value of AI in car price prediction. This literature review demonstrates the academic credibility and commercial relevance of predictive analytics in the automotive sector. It also provides a conceptual foundation for the model selection and application design presented in this report.

# **3.0 Exploratory Data Analysis (EDA) (LO2)**

The dataset used for this project was sourced from an active Kaggle competition. It includes variables such as model, year, mileage ("running"), motor type, wheel type, color, and motor volume. The target variable is price. Initial preprocessing involved checking for missing values—none were found. The "running" feature, originally in string format (e.g., "50,000 km"), was cleaned and converted to integer values. A new feature, "vehicle age," was engineered by subtracting the manufacturing year from the current year (2025). This provided a more interpretable variable for analysis and modeling.

Distribution plots showed that the price variable was right-skewed with several outliers above $50,000. A boxplot of price supported this observation, leading to the decision to cap the price data at $50,000 to enhance model stability. A correlation matrix revealed that vehicle age had a moderate negative correlation with price, while motor volume and year showed weaker positive correlations. These insights informed the feature selection process for the model.

# **4.0 System Architecture and Techniques (LO2)**

The system consists of four primary modules:

* **Data Preprocessing:** Cleans the input data, removes outliers, encodes categorical features using Label Encoding, and constructs new variables such as vehicle age.
* **Model Training:** Trains a Random Forest Regressor on the selected features using the scikit-learn library. Hyperparameters include n\_estimators=300, max\_depth=10, and min\_samples\_split=5.
* **Evaluation:** Uses Mean Absolute Error (MAE) and R² Score to assess performance.
* **Deployment:** A Streamlit-based web application captures user input, transforms it into the model's expected format, and displays predicted prices.

The choice of Random Forest is justified due to its robustness against overfitting, support for non-linear relationships, and interpretability. Label Encoding was chosen for its simplicity and compatibility with tree-based models.

# **5.0 Model Evaluation, Implementation & Demonstration (LO2)**

#### 5.1 Model Performance

Two training cycles were performed:

* **Baseline Model:** Achieved MAE = $2,175.99 and R² = 0.66.
* **Improved Model:** After removing outliers, engineering vehicle age, and tuning hyperparameters, the performance improved to MAE = $1,928.70 and R² = 0.81.

This improvement validated the significance of domain-specific preprocessing and feature engineering.

#### 5.2 Application Implementation

A modern, interactive web application was built using Streamlit. Features:

* Sidebar and main area for clean layout
* Dropdown selectors and sliders for input
* Real-time prediction using trained model
* Minimalist design with custom styling for professional appearance

The application was tested with multiple scenarios and produced consistent results, demonstrating practical utility and user-friendliness

.

# **6.0 Conclusion and Reflection (LO1, LO3)**

This MSc-level project successfully applied AI to a practical business problem in the automotive domain. The predictive model demonstrated high accuracy, and the accompanying software provided an intuitive user interface for real-time predictions.

Challenges encountered included:

* Handling string-based mileage data
* Avoiding unseen labels in the test dataset
* Optimizing model accuracy without overfitting

These were resolved through rigorous preprocessing, safe encoding practices, and iterative testing. The project provides strong evidence that ensemble ML methods can outperform simpler regression models and offer viable commercial applications.

Future recommendations include:

* Trying Gradient Boosting or XGBoost
* Deploying the app via cloud platforms like Heroku
* Including external market indicators (e.g., fuel prices, insurance rates)

# **7.0 Ethical, Digital, Global, and Entrepreneurial Considerations (LO3)**

#### Ethical

* Model does not use personally identifiable information
* Input fields are neutral—no discriminatory features like location or owner profile
* Output predictions are explainable and fair

#### Digital

* Implemented using Python, Streamlit, scikit-learn
* Demonstrates practical software engineering skills including virtual environments, package management, and application deployment

#### Global

* The model can be retrained with local datasets for markets beyond Sri Lanka
* The web interface supports universal accessibility and localization

#### Entrepreneurial

* The solution has commercial potential as a valuation tool for dealers or consumers
* Streamlit app could be embedded in dealership websites or insurance portals
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